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ABSTRACT

With a continuous source of data relating to tratisas, the data may be segmented and processedata flow
arrangement, optionally in parallel, and the datey e processed without storing the data in anrigdiate database.
Data from multiple sources may be processed inllphr@he segmentation also may define points akclvtaggregate
outputs may be provided, and where checkpoints beestablished. In this paper using the MathemaSegment

Initialization Model used to find a multiple dataputation in main stream.
KEYWORDS: Segment, Missing Data, Multiple Imputation, Datee8t, Transaction, Memory
INTRODUCTION

Segmentation means to divide the marketplace iattspor segments, which are definable, accessibtmnable,
and profitable and have a growth potential. In ptherds, a company would find it impossible to &rthe entire market,
because of time, cost and effort restrictionsekds to have a 'definable' segment - a mass ofegety can be identified
and targeted with reasonable effort, cost and tiWigh a continuous source of data relating to taatisns, the data may
be segmented and processed in a data flow arramgeomionally in parallel, and the data may becpssed without
storing the data in an intermediate database. fdata multiple sources may be processed in paralleé segmentation
also may define points at which aggregate outpuy bre provided, and where checkpoints may be ésialol. In this
paper using the Mathematical Segment Initializat\dodel used to find a multiple data imputation imim stream. In
addition, since the transit of a data stream isllp@at a high speed, and the impact of one sitrglesaction to the entire
set of transactions in the current data streaneiig megligible, making it reasonable to handledhta stream Imputation

in a wider magnitudeSegment-oriented data stream Imputatias taken for handling this problem.

“One size doesn'tfit all..... Meaning.... Segmentatiofis a must in the online world”
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Figure 1: Segmentation Process

This is thesegmentation process getting the data from contisiutata stream after that segmenter getting
streaming datas arthtas are segmented data processing operatordig teegetting the segmentdatas and produce the

results.
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Figure 2: Segmentation options

Figure 2Shows the optionsef the segmentation we have to choose an opticardary that option tt streaming

datas are segmented.
IMPUTATION

Imputationis the process of replaci missing datavith substituted values. When substituting for gadaoint, it
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is known as "unit imputation”; when substituting f@ component of a data point, it is known as "itenputation".
Because missing data can create problems for anghdata, imputation is seen as a way to avoidalstfinvolved
with list wise deletion of cases that have missiafiies. That is to say, when one or more valuesréssing for a case,
most statistical packages default to discarding @ase that has a missing value, which may introthieor affect the
representativeness of the results. Imputation presall cases by replacing missing data with éimeased value based on
other available information. Once all missing vallmve been imputed, the data set can then bezadalsing standard

techniques for complete data.
MULTIPLE IMPUTATIONS

In order to deal with the problem of increased aaddsie to imputation, Rubin (1987) developed a nutioo
averaging the outcomes across multiple imputed data to account for this. The way this works iat timputation
processes similar to stochastic regression ar@nuthe same data set multiple times and the impdidéa sets are saved
for later analysis. Each imputed data set is aealyseparately and the results are averaged exwefitef standard error
term (SE). The SE is constructed by the withinasace of each data set as well as the variance betinguted items on
each data set. These two variances are added ¢ogetti the square root of them determines thelsis,the noises due to

imputation as well as the residual variance amdéhiced to the regression model.

Multiple imputations involve drawing values of thparameters from a posterior distribution. The puimte
distribution reflects the noise associated with uheertainty surrounding the parameters of theildigion that generates
the data. Therefore the multiple imputations sireulaoth the process generating the data and thertantty associated
with the parameters of the probability distributiohthe data. More traditional methods like hotlkdé@mputation and

Maximum-likelihood-based imputation fail to giveeamplete simulation of the uncertainty associatét missing data.

In machine learning, it is sometimes possible ainta classifier directly over the original dataheiut imputing it
first. That was shown to yield better performanteases where the missing data is structurallyrabsgther than missing

due to measurement noise.
SEGMENT INITIALIZATION

Mining Missing Data over data streams using maieash Data Multiple Imputation model handled theadat
streams transaction by transaction. Unlike therzamtt data stream model, transactions in the magaust Data Multiple
Imputation model will be both inserted into and mped out from the data stream. The transactiondnsaction
Imputation of a data stream leads to excessivgl friequency of processing. In addition, sincetthasit of a data stream
is usually at a high speed, and the impact of amgestransaction to the entire set of transactiartee current data stream
is very negligible, making it reasonable to harttile data stream Imputation in a wider magnituisksgment-oriented data

stream Imputatiotnas taken for handling this problem.

A main stream Data Multiple Imputation in the stres a data stream of n number of most recent msaetions
which Imputes forward for every transaction or gveegment of transactions. The notatlpto denote all the Data of
length| together with their respective counts in a setrafisaction. In addition,, and S, are used to denote the latest
transaction and segment in the current data strezspectively. Thus, the current data stream feeW < T,.+1, ..., 1>
orW< S, 1, ---» 3, Wherew andn denote the size & and the number of segmentaifh respectively. The main stream

Data Multiple Imputation will be divided intsn segments. Each of the segments contains a set of successive equal
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number ofs transactions. Also in each segment, the summatnan$actions belonging to that segment is storetufther

analysis.

By taking this segment based manner of Imputateath time when a new transaction is entered irhéo t
segments, the earliest segment deleted based muth@ary of transactions. As a result, no need dmtain the whole
transactions within the current data stream iralalhg to support data stream Imputation. The paemedirectly affects
the consumption of memory and it is recorded siamdbusly. A large volume of means the data stream will Impute and

update the transactions more frequently.
THE MATHEMATICAL MODEL SEGMENT INITIALIZATION

The Main stream Data Multiple Imputation always ntains a union of the Missing Data of all Imputashe
current data streaitV, called Segmentj, which is guaranteed to be a superset of theiMjd3ata oveiw. Upon arrival of
a new Impute and expiration of an old one, we updla true count of each segmen§jiby considering its frequency in
both the expired Impute and the new slide. To @sthat S contains all Data that are frequent iragt one of the Imputes
of the current data streati(c,(S)), we must also mine the new Impute and add itssMg Data t&. The difficulty is that
when a new segment is addedStfor the first time, it's true frequency in the wkdaddlata stream is not known, mostly since
this segment wasn’t frequent in the previoud Imputes. To address this problem, an auxiliargyaaux array, for each

new segment in the new slide.

The aux array nowstores the frequency of a segment in each datanstetarting at a particular Impute in the
current data stream. In other words, #ux arraystores the frequency of a segment for each datarsfrfor which the
frequency is not known. The key point in this iattthis counting can either be done eagerly ohjlakinder the laziest
approach, we wait until an Impute expires and tt@mpute the frequency of such new Data over thgutenand update

theaux arrays accordingly.

For Each New Impute 5
1: For each segments €5
updates fFreqgovers
2: Mine S to compute g5}
3. For each existing segment 5 &45) N S
BememberS as the last Impute in which s is frequent
4: For each new segment 5 &r(5)15
55 &5}
RememberS as the first Impute in which s is frequent
create auxiliarv array for 5 and start monitoring it
For Each Expiring Impute 5
5: For each segment s £5
updates fireq. if S has been counted in
updates aux array, if applicable
reports as delayed. if frequent but not reported
at query time
deletes. qux array, if 5 has existed since arrival of &

deletes, if 5 no longer frequent in anvy of the current slides

Figure Al: Mathematical Segment Initialization Pseudo Code
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Max Delay: The maximum delay allowed by tine—1 Imputes. Indeed, after expirationrof-1 Imputes, Missing
Data ofW and can report them. Moreover, the case in whishgament is reported aftar £ 1) Imputes of time, is quite
rare. For this to happen, segment’s support irp@viousn —1 Imputes must be less thanbut very close to it, say
a - |S| — 1, and suddenly its occurrence goes up in the magute to say, causing the total frequency over the whole

data stream to be greater than the support thig:shol
CONCLUSIONS

In this paper | have to use Mathematical Segmaeititillimation Model for Finding Multiple Data Impuian in
Main Streams. Mining Missing Data over data strearsing main stream Data Multiple Imputation modahdiled the
data streams transaction by transaction. Unlikeldhémark data stream model, transactions in thim isiseam Data
Multiple Imputation model will be both inserted andnd dropped out from the data stre&mgment-oriented data stream

Imputationhas taken for handling this problem.
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